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Estimating statistics based on the observed frequencies of events is a basic operation to
process data stochastically. The way of estimation is a significant factor that influences
the effectiveness of statistical applications. Real-world data contain frequent and infre-
quent events, and even in this case, unbiased estimators are used for estimation. How-
ever, the estimators have two problems for infrequent events. First, unbiased estimators
have a large estimation uncertainty. Second, unbiased estimators regard type I and type
IT errors as the same damage, but in reality, one often indicates more damage than the
other. Therefore, this thesis presents a “conservative” estimation framework. This
framework underestimates statistics depending on frequency to reduce the damage
caused by statistical errors. In this thesis, two statistics, that is, conditional probability
and likelihood ratio, are estimated.

Chapter 1 describes the background for presenting the conservative estimators and the
research objectives. First, the importance of estimating statistics and the problems
caused by unbiased estimators are explained. Then, the idea of conservative estimation is
introduced as a means to alleviate the problems. Finally, the research contents that make
up this thesis are outlined.

Chapter 3 presents a conservative estimation method for conditional probabilities. This
method builds a confidence interval for the probability distribution and uses its lower
limit as an estimator. In the experiments, the estimator is applied to association rule
mining tasks, and the results indicate that it can effectively handle both high and low
frequencies and discover many rules. To realize a conservative estimation, it is necessary
to construct confidence intervals from low frequencies. However, existing construction
methods include large errors in the intervals constructed from low frequencies. There-
fore, Chapter 2 presents a new method for constructing a confidence interval with a small
error, and the method is used to estimate conditional probabilities.

Chapter 4 presents a conservative estimation method for likelihood ratios (LRs). This
method introduces regularization in an optimization framework and achieves conserva-
tive estimation. Two experiments demonstrate the effectiveness and practicality of the
method. The first experiment is a string prediction task using LRs, and the results clarify
the behavior and effectiveness of the conservative estimator. In the second experiment,
the presented method is incorporated into a semi-supervised learning method, and sci-
entific journal names are automatically extracted from scientific news articles based on
only 10 journal names. As a result, many journal names can be extracted, suggesting the
practicality of the conservative estimation.




Chapter 5 presents an LR estimation method to provide informative estimates for
low-frequency and zero-frequency (i.e., unobserved) n-grams. This method deals with
zero-frequency n-grams by using the frequencies based on the letters and words that
compose an n-gram in addition to the original n-gram frequency. Furthermore, this
method also introduces regularization to deal with low frequencies. In the experiments,
left n-grams of the named entities are predicted using LRs, and the results demonstrate
the effectiveness of the proposed estimator.

Chapter 6 provides the overall conclusion and describes the future work.




