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For individuals with upper limb absence, using a prosthetic hand that compensates for certain hand
functions is essential for improving their quality of life. “Wearing comfort” and “weight” are among the
key requirements for a prosthetic hand, and myoelectric prosthetic hands are particularly valued for their
potential in terms of “grabbing, picking up, and holding,” “independence,” and “functionality.” However,
surface electromyography (EMG) signals are extremely weak, which has limited conventional myoelectric
prosthetic hands to only a small set of predefined grasp types (e.g., power grasp, pinch, and so on).

On the other hand, in the field of object grasping with image-processing-based robotic hands, it is
possible to extract not only the object type but also critical grasp-related information, such as shape, from
images and compute multiple hand postures suitable for the target object. Nevertheless, the grasp posture
is typically restricted to a single type for a given image input. In living spaces, many objects—such as
cups—can be manipulated by multiple grasp types. In such cases, the appropriate grasp type must be
selected based on the prosthetic user's intent among them.

This paper proposes a prosthetic hand system that enables users to perform natural grasp motor
control for a variety of objects. The system leverages the strengths of both approaches: selecting the grasp
type using myoelectric signals and computing the most suitable hand posture for the object's type, shape,
and size through image processing.

The image processing component of the proposed system aims to compute diverse grasp postures by
recognizing the shape and size of objects. To achieve this, | adopt a visuomotor transformation model that
extracts the features that are necessary for grasping using multiple Auto-Encoders (AEs), inspired by
human motor learning and control strategies, to compute grasp postures from images.

First, | conducted training and validation experiments in a real environment on the proposed model,
using RGB images of two cylindrical objects placed at different positions as visual information and
posture data of the robotic hand and arm during grasping as motor information. The model successfully
disentangled object position and shape information from the images, confirming the effectiveness of the
proposed method.

Next, focusing on hand posture computation, depth image information and a Convolutional Neural
Network (CNN) model were introduced into visual feature learning process to enable the grasping of
several cups. However, the model failed to disentangle features such as “cup diameter,” “handle length,”
and “handle angle.”

To address this problem, Variational AEs (VAEs) were incorporated into the model. As a result, the
model was able to extract grasp-relevant features more clearly, such as "cup diameter" and "handle
length," using depth image and the motor angles of the robotic hand. Furthermore, it was confirmed that
the model could compute grasp postures in which the hand grasps the handle according to its length, in
addition to grasping the top and side of the cup based on its diameter.

Finally, a myoelectric prosthetic hand system was constructed in a real environment, integrating
image processing with a four-finger, 16-degree-of-freedom robotic hand, a depth camera, and surface
EMG sensors. After training the visuomotor transformation model on a dataset of objects (thirteen types
of wine glasses, eight types of cups, and seven types of plastic bottles), | evaluated its performance
through grasping experiments with 10 able-bodied subjects. When participants attempted grasping using
EMG signals corresponding to hand postures they intended for grasping objects naturally, the grasp
success rate was 74%. when using EMG signals from a typical hand posture specified by the experimenter,
subjects achieved the grasp success rate of 90%.




These results demonstrate that incorporating image processing based on a visuomotor transformation
model into a robotic hand control system driven by myoelectric signals enables grasp postures to be
computed according to both the intended grasping purpose and the object's shape, indicating the potential
for developing a dexterous prosthetic hand system.




